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Abstract: Machine learning systems are built using large troves of training data that may contain 
private or copyrighted content.  In this talk, I'll survey a number of data memorization issues that 
arise when sensitive data is used.  I'll begin by talking about data privacy issues that arise when 
using generative models.  These models are often created using a training objective that explicitly 
promotes their ability to regenerate their training data.  I'll discuss how diffusion models can 
reproduce their training data, leading to potential legal issues.  I'll also discuss methods for 
detecting large language model content and explore ways in which the ability to reproduce 
training data complicates our ability to detect LLM-produced text. 
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